Fake News: No One Is Liable, and That Is a Problem

Emma M. Savino
University at Buffalo School of Law (Student)

Follow this and additional works at: https://digitalcommons.law.buffalo.edu/buffalolawreview

Part of the Communications Law Commons, and the Torts Commons

Recommended Citation
Available at: https://digitalcommons.law.buffalo.edu/buffalolawreview/vol65/iss5/6

This Comment is brought to you for free and open access by the Law Journals at Digital Commons @ University at Buffalo School of Law. It has been accepted for inclusion in Buffalo Law Review by an authorized editor of Digital Commons @ University at Buffalo School of Law. For more information, please contact lawscholar@buffalo.edu.
COMMENT

Fake News: No One Is Liable, and That Is a Problem

EMMA M. SAVINO†

INTRODUCTION

The Oxford Dictionary Word of the Year for 2016 was “post-truth,”¹ which was fitting for a year riddled with fake news stories.² Though the number of fake news stories on social media was surprisingly small, their overall reach, as demonstrated by the number of shares,³ was responsible for their publicity.⁴ In the ten months leading up to the 2016 presidential election, the top twenty fake news stories on

† J.D. Candidate, 2018, University at Buffalo School of Law; B.Com., 2012, University of Toronto. Business Editor, 2017–18, Buffalo Law Review. I am eternally grateful for the feedback and invaluable support from my colleagues on the Buffalo Law Review, my family, and, in particular, my brother Will Savino and my partner, Casey Scheibling. Special thanks to Professor Christine Bartholomew for her guidance throughout the entire writing of this Comment and to Jack Murray and his team for all their hard work in making this Comment print worthy.

¹ Word of the Year 2016 is . . ., U. OXFORD, https://en.oxforddictionaries.com/word-of-the-year/word-of-the-year-2016 (last visited Jan. 31, 2016) (defining “post-truth” as “relating to or denoting circumstances in which objective facts are less influential in shaping public opinion than appeals to emotion and personal belief”).

² In an effort to reduce the confusion between fake news and non-fake news, all cited fake news stories will be denoted as such.

³ A “share” is defined as “[a]n instance of posting or reposting something on a social media website or application.” Share, U. OXFORD, https://en.oxforddictionaries.com/definition/share (last visited Oct. 9, 2017).

Facebook had over nine million comments, reactions, and shares whereas articles from mainstream media saw a decline in comments, reactions and shares from 12 million to 7.3 million—fake news was shared more than real news. This sharing was not limited to average Facebook users. Television news hosts reported fake news stories,6 and then-President-elect Trump and his son shared other fake news stories on social media.7

Since its initial entrance into the vernacular, “fake news” has lacked a consistent definition. David Mikkelson, the founder of Snopes.com, a myth-busting website, stated that the term “fake news” now includes “bad reporting, slanted journalism, and outright propaganda.”8 He personally defines “fake news” as “purposely fabricated stories for clicks and revenue.”9 The New York Times defined “fake news” as “a made-up story with an intention to deceive, often geared

---


9. Id.
toward getting clicks.”  

Other definitions focus on the potential financial gain of fake news by describing it as “articles fabricated to gain traffic and advertising revenue, not standard-issue reporting errors or slant.”

For the purposes of this Comment, the definition of “fake news” will not include propaganda, conspiracy theories, or satire, although satire will be discussed. Rather, “fake news” will be defined as intentionally fabricated stories that are entirely or mostly false statements of fact, created to deceive and be shared.

The spread of fake news causes a host of problems, including situations where misinformed people act precipitously on false information. Experts opine that the dissemination of fake news is “creating confusion, punching holes in what is true, causing a kind of fun-house effect that leaves the reader doubting everything, including real news.”

The confusion is likely widespread because sixty-two percent of U.S. adults receive their news on social media.


12. See infra Section III.D.


15. See, e.g., Cecilia Kang & Adam Goldman, In Washington Pizzeria Attack, Fake News Brought Real Guns, N.Y. TIMES (Dec. 5, 2016), https://www.nytimes.com/2016/12/05/business/media/comet-pong-pizza-shooting-fake-news-consequences.html?_r=0 (discussing how #PizzaGate resulted in a fake news reader firing a gun inside a pizzeria in an attempt to rescue children that were allegedly being held as a sex slaves in a child-abuse ring led by Hillary Clinton.).

websites, and often do not fact check what they are reading. Instead, they proceed to share articles after only reading the headline. The sheer volume of shared content combined with limited internet literacy could potentially lead to millions of U.S. adults interpreting fake news articles as truth. Unfortunately, the law does not currently afford a remedy to these issues.

While fake news was frequently discussed in the media after the 2016 presidential election, there is currently insufficient scholarship that discusses the lack of legal protection afforded those who wish to combat it. While fake news may not be a novel concept, the confluence of profitability through advertisements, influx of internet illiterate users on social media, and turbidity of the 2016 election has made it relevant once more. Thus, this Comment is one of the first to address the deficiencies in our current legal system and suggest potential recourse for its victims.

Part I of this Comment details the key aspects of fake news articles, including content, authors, and dissemination. Part II explains why this is an issue for readers and why they fail to differentiate between real and fake news. Part III details the common law framework that applies for printed falsehoods. Part IV then explains why websites are immune to any legal remedies for hosting fake news stories posted on their platforms. Part V provides potential solutions for this quandary.

I. FAKE NEWS OVERVIEW

To understand why fake news merits discussion, one

18. See Bratu et al., supra note 6.
19. See id.
20. See infra Section II.C.
21. See infra Section II.A.
must first understand what is considered fake news at this juncture. To begin, this Comment provides two examples of fake news stories. It then points out the inaccuracies in one story and details the unfortunate repercussions of the other. While these stories are not representative of all fake news stories, they are illustrative. Next, this Comment explores two authors’ financial incentives for writing fake news and how much revenue each author receives. The path of a fake news story from initial publication to viral status will then be described, including an explanation of how Facebook, specifically, impacts the fake news phenomenon.

A. Examples of the Deceptiveness of Fake News Articles

The most viral fake news story of 2016 was headlined: “Obama Signs Executive Order Banning the Pledge of Allegiance in Schools Nationwide.”22 It had 2,177,000 Facebook shares, comments, and reactions.23 The story was originally posted on abcnews.com.co, which is designed to look like the ABC News website, a reputable news organization.24 Though slightly altered, the logo is nearly indistinguishable from the original ABC News logo. The story begins, “Early this morning, President Obama made what could very well prove to be the most controversial move of his presidency with the signing of Executive Order 13738, which revokes the federal government’s official recognition of the Pledge of Allegiance.”25 The story continues, “Under


23. Id.

24. Caroline Wallace, No, Obama Did Not Ban the Pledge of Allegiance in Public Schools, HUFFINGTON POST (Sept. 2, 2016, 2:19 PM), http://www.huffingtonpost.com/entry/obama-pledge-of-allegiance_us_57c9bc7ae4b0e60d31defd6d.

the new order, it is now illegal for any federally funded agency to display the pledge or for any federal employee to recite, or encourage others to recite, the pledge while on duty.”

For all intents and purposes, so far it appears that the article is an accurate news story.

Though the first half of the article seems legitimate, the second half is more noticeably fabricated. At that point, there is a quote from Sarah Bradley, who, according to the article, is a “spokeswoman for Sock It Forward, a group that provides the homeless and those less fortunate with brand new socks.”

Next, the article includes a quote from “Fappy The Anti-Masturbation Dolphin, a mascot for a Christian organization that travels around the country educating children about the dangers and consequences of masturbation.”

After the 719 comments the article received, an earlier version of this story displayed the following passage:

Thanks to ABC News President & CEO, Dr. Paul “Un-Buzz KIllington” Horner for making ABC News the greatest website in the multiverse. We need writers! Contact us! Looking to advertise? Contact us! All trademarks, service marks, trade names, trade dress, product names, images and logos appearing on the site are the property of their respective owners. Do you have a complaint? We love to hear them! You can call our complaint department directly at (785) 273-0325. Do you have a problem with self-rape? Are you looking to get off the Devil’s playground? Fappy the Anti-Masturbation Dolphin can help! Praise Fappy! We reserve the right to change, modify or delete comments on this website, so post accordingly!

Paul Horner is not the president of ABC News. James Goldston is the president of ABC News. Paul Horner is a

26. Id.
27. Id.
28. Id.
29. Id.
prolific fake news author and an Internet troll. The phone number listed is associated with the Westboro Baptist Church in Topeka, Kansas. Executive Order 13738 does in fact exist, but it concerns Fair Pay and Safe Workplaces—not the pledge of allegiance. Clearly, this is neither an accurate news story nor published by ABC News. While this becomes apparent toward the end of the article, how many individuals read that far into the article before liking it or sharing it? Some readers may have shared the article based solely on the headline without reading any of it.

Other fake news stories had more serious consequences. One such example began as a far-flung conspiracy, but is a clear example of the potentially disastrous results of fake news. This situation began when John Podesta’s email account was hacked, and WikiLeaks published his emails.


34. Bratu et al., supra note 6; Jayson DeMers, 59 Percent of You Will Share This Article Without Even Reading It, FORBES (Aug. 8, 2016, 2:27 PM), https://www.forbes.com/sites/jaysondemers/2016/08/08/59-percent-of-you-will-share-this-article-without-even-reading-it/#4d17f9022a64 (“A recent study confirmed this phenomenon isn’t in our heads; in fact, 59 percent of all links shared on social networks aren’t actually clicked on at all, implying the majority of article shares aren’t based on actual reading. People are sharing articles without ever getting past the headlines.”).

Users on both Reddit\(^{36}\) and 4chan\(^{37}\) began searching the emails for any evidence of wrongdoing as Mr. Podesta was, at that time, the chairman of Hillary Clinton’s presidential campaign.\(^{38}\) These users were predominantly on alt-right fringe message boards and those in support of Donald Trump’s presidential candidacy.\(^{39}\) Mr. Podesta’s emails contained discussions of dinner plans with his brother, Tony, that included the word “pizza.”\(^{40}\) This conversation of “cheese pizza” was then connected to pedophilia by a 4chan user because “c.p.” commonly denotes child pornography.\(^{41}\) Next, these users focused their attention on Comet Ping Pong, a Washington, D.C. pizzeria, because the leaked emails contained a correspondence between Mr. Podesta and James Alefantis, the owner of Comet Ping Pong, who also has Democratic Party connections.\(^{42}\) From there, the story started to gain more traction as fake news articles spread on Twitter and Facebook with the hashtag #PizzaGate.\(^{43}\) Following this, the stories began to include accusations of

---

36. “Reddit is a social news website and forum where content is socially curated and promoted by site members through voting. The site name is a play on the words ‘I read it.” Margaret Rouse, Reddit, TECHTARGET, http://searchcio.techtarget.com/definition/Reddit (last visited Oct. 10, 2017).

37. “4chan is a series of wholly anonymous, anything-goes forums. . . . [U]nlike Reddit, users never need to make an account or pick a username—even a pseudonymous one . . . [and] 4chan threads expire after a certain amount of time—less time for R-rated boards, more time for G or PG ones.” Caitlin Dewey, Absolutely Everything You Need to Know to Understand 4chan, the Internet’s Own Bogeyman, WASH. POST: THE INTERSECT (Sept. 25, 2014), https://www.washingtonpost.com/news/the-intersect/wp/2014/09/25/absolutely-everything-you-need-to-know-to-understand-4chan-the-internets-own-bogeyman/?utm_term=.f3dcd9d0eb.


39. Id.

40. Id.

41. Id.

42. Id.

43. Id.
Satanism, kill rooms, underground tunnels, and cannibalism in other nearby businesses. None of these allegations were true.

To combat the problems associated with fake news, Mr. Alefantis contacted the Federal Bureau of Investigation and the local police, but this was to no avail. He also asked Reddit, YouTube, Twitter, and Facebook to remove all the fake news articles about Comet Ping Pong, but the misinformation continued to spread. After reports of abusive comments, Yelp blocked the comment section on Comet Ping Pong’s Yelp review page. However, other comments remained in large part on the YouTube videos about #PizzaGate. After Mr. Alefantis and his employees complained to Reddit that Comet Ping Pong was being targeted, Reddit merely posted a warning that users were prohibited from revealing personal information about other individuals on the #PizzaGate discussion thread, but it did not prohibit the posts.

After reading these stories online, Edgar M. Welch was intent on investigating the conspiracy. Mr. Welch decided that he had to rescue the children that were supposedly being held as sex slaves in a child-abuse ring led by Hillary Clinton. He drove six hours from his home to Comet Ping Pong to see the situation for himself. Mr. Welch arrived at Comet Ping Pong with a handgun, as well as an AR-15 rifle

44. Id. (highlighting a few of the numerous theories regarding Comet Ping Pong).
45. Kang, supra note 35.
46. Id.
47. Id.
48. Id.
49. Id.
50. Id.
52. Id.
53. Id.
which he fired inside the pizzeria. Luckily, no one was injured, and, when he was arrested, he surrendered peacefully because he did not find evidence that children were being held in the pizzeria. Mr. Welch has since been sentenced to four years in prison for assault with a dangerous weapon and transporting a firearm over state lines. Though there is still a plethora of articles defaming Comet Ping Pong on the Internet, there is little legal recourse afforded to Mr. Alefantis, as will be explained further in Part III.

B. Authors of Fake News

While Mr. Alefantis was able to contact those websites that hosted defaming material about Comet Ping Pong to have it removed, he was unable to locate the authors of these articles because many fake news authors post anonymously. Despite this issue, the NPR radio show *All Things Considered* managed to identify a fake news website owner. *All Things Considered* set out initially to find the owner of the site DenverGuardian.com, which has since been taken down. During its search, it found that the site was linked

54. *Id.*
55. Aisch et al., *supra* note 38.
60. See *id*; Rachel Sandler, ‘It’s Hurt My Wallet’—How One Fake News Publisher Is Faring After Facebook Crackdown, USA TODAY (Aug. 2, 2017, 4:19 PM), https://www.usatoday.com/story/tech/2017/08/02/its-hurt-my-wallet-how-
to NationalReport.net, USAToday.com.co, and WashingtonPost.com.co through a single rented server inside Amazon Web Services.\(^61\) Journalists for NPR’s All Things Considered soon determined the owner of these sites was Jestin Coler, CEO and publisher of Disinfomedia.\(^62\) At its peak, Disinfomedia owned approximately twenty-five fake news domains, and, according to Coler, he had one of the largest fake news businesses.\(^63\) At any one time, Coler had twenty to twenty-five writers contributing to his fake news sites, but even he did not know all of their identities.\(^64\)

Coler claimed that he began writing fake news stories to “infiltrate the echo chambers of the alt-right, publish blatantly false or fictional stories and then be able to publicly denounce those stories and point out the fact that they were fiction.”\(^65\) Whether he actually succeeded in this endeavor is debatable. The DenverGuardian published some of the most viral fake news stories of 2016, including the story headlined “FBI Agent Suspected in Hillary Email Leaks Found Dead in Apparent Murder-Suicide.”\(^66\) Coler himself was surprised by how quickly his stories spread and how easily readers believed his completely fictional stories.\(^67\) Coler generates income from his fake news articles from advertisements on his website, earning between $10,000 and $30,000 per month.\(^68\) Yet, Coler claims that he does not post fake news for the profit, but, instead, to demonstrate how fake news spreads.\(^69\)

\(^{61}\) Sydell, supra note 59.
\(^{62}\) Id.
\(^{63}\) Id.
\(^{64}\) Id.
\(^{65}\) Id.
\(^{66}\) Silverman, supra note 22.
\(^{67}\) Sydell, supra note 59.
\(^{68}\) Id.
\(^{69}\) Id.
Paul Horner, another infamous fake news writer, has earned money from fake news stories for years. In an October 2014 interview, he stated that he can earn up to $10,000 per day from a story that goes viral. Horner owned at least ten fake news sites in November 2016, and he told The Washington Post that he earns at least $10,000 per month from Google AdSense alone. One of Horner’s articles was shared on Twitter by both President Trump’s son and then-campaign manager, Corey Lewandowski. Similar to Coler, Horner intended for his fake news stories to make President Trump supporters “look like idiots” for believing what he wrote. During the most recent election, Horner found that Trump supporters in particular believed his stories because they failed to adequately fact-check them.

C. Dissemination and Trajectory of Fake News Stories

While the goal of some fake news authors is to demonstrate the spread of fake news, the goal of others is to make a story go viral to collect revenue from advertisements. The New York Times recently conducted a case study exploring how fake news goes viral. While the following story does not fall into this Comment’s definition

71. Dewey, supra note 70.
73. Id.
74. Id.
75. See id.
76. Sydell, supra note 59.
77. See Dewey, supra note 7.
of fake news, the path from publication to viral status remains the same. Fake news stories have been disseminated more than once by political personalities. For example, television news hosts repeatedly reported fake news stories, which were quoted by then-President-candidate Trump. Additionally, then-President-elect Trump and his son retweeted other fake news stories.

Political personalities have considerable influence over the population. Therefore, when they endorse a piece of information, the reader may be more inclined to take it as true or at least accurately sourced. President Trump, in particular, has more clout with his supporters because he


82. See Seung-A Annie Jin & Joe Phua, Following Celebrities’ Tweets About Brands: The Impact of Twitter-Based Electronic Word-of-Mouth on Consumers’ Source Credibility Perception, Buying Intention, and Social Identification with Celebrities, 43 J. ADVERT. 181, 192 (2014) (finding in an experiment that “a celebrity endorser with a high number of followers was significantly associated with higher ratings on source credibility compared to a celebrity endorser with a low number of followers. Consumers perceived the celebrity with a high number of followers as being more physically attractive, trustworthy, and competent.”). See also Shmuel I. Becher & Yuval Feldman, Manipulating, Fast and Slow: The Law of Non-Verbal Market Manipulations, 38 CARDOZO L. REV. 459, 482 (2016) (“Social psychology, more particularly research on social influence, explains why celebrities are a powerful advertising tool, and the fact that firms use celebrities as a marketing tactic is common knowledge. However, celebrities also influence consumers’ perception in nuanced and subliminal ways which are beyond their awareness.”) (internal citation omitted); Roberta Rosenthal Kwall, Fame, 73 IND. L.J. 1, 25 (1997) (“The visibility of celebrities and the public’s need to know about products lead consumers to listen closely to celebrity endorsements”).
transcended the role of celebrity to politician. Trump the celebrity was seen as a source of higher credibility and this continued as he became a political candidate and posted fake news articles, which his supporters then believed.

The study followed a now-deleted tweet by Eric Tucker, which stated, “Anti-Trump protestors [sic] in Austin today are not as organic as they seem. Here are the busses they came in. #fakeprotests #trump2016 #austin,” and included a picture of Coach buses.\(^{83}\) Although Mr. Tucker said his misinformed tweet was not intentionally fake news,\(^{84}\) the aftermath is worth discussing as an example of the fake news phenomenon. Mr. Tucker posted the tweet on November 9, 2016, shortly after 8 p.m. Eastern Standard Time to his forty Twitter followers.\(^{85}\) Mr. Tucker claimed that he performed a search to see if any conferences were being held downtown after seeing the suspicious buses, but he was unable to find anything.\(^{86}\) He later stated, “I did think in the back of my mind there could be other explanations, but it just didn’t seem plausible.”\(^{87}\) Less than four hours later, Mr. Tucker’s tweet was posted to a pro-Donald Trump Subreddit with the heading “BREAKING: They found the buses! Dozens lined up just blocks away from the Austin protests.”\(^{88}\) The post quickly generated over 300 comments and 7488 upvotes.\(^{89}\)

The story proceeded to gain momentum over the next day culminating in then-President-elect Trump mentioning the

\(^{83}\) Maheshwari, supra note 78.

\(^{84}\) Id.

\(^{85}\) Id.

\(^{86}\) Id.

\(^{87}\) Id.

\(^{88}\) Id.

\(^{89}\) Id.; BREAKING: They found the buses! Dozens lined up just blocks away from the Austin protests, REDDIT, https://www.reddit.com/r/The_Donald/comments/5c6ag1/breaking_they_found_the_buses_dozens_lined_up/ (last visited Aug. 1, 2017).
protests in a tweet. The next morning, on November 10, 2016, a user on Free Republic, a conservative discussion forum, posted a link to the Reddit post. Later that same day, several Facebook pages linked to the Free Republic discussion, which were then shared more than 5000 times and liked by more than 300,000 Facebook users. That same day, Sean Hughes, the Coach USA North America Director of Corporate Affairs, was contacted by a reporter at a Fox News station in Austin. Mr. Hughes informed the reporter that Coach USA buses were not involved in the Austin protests. Mr. Hughes did not receive any calls or emails from the unknown internet users who were writing about it.

Despite the false information which ultimately may have been prevented by a mere confirmation with the source, Mr. Tucker’s post had been retweeted and liked over 5000 times. Later that night, The Gateway Pundit, a conservative blog, featured a story with the photos Mr. Tucker had posted with the headline “Figures. Anti-Trump Protesters Were Bussed in to Austin #FakeProtests.” This article was shared on Facebook over 44,000 times. Then, that same night, then-President-elect Trump tweeted: “Just had a very open and successful presidential election. Now professional protesters, incited by the media, are protesting. Very unfair!” In just forty-eight hours, a disingenuous

90. Maheshwari, supra note 78.
91. Id.
92. Id.
93. Id.
94. Id.
95. See id. (“You’re the second journalist to actually call me to see what was going on, no bloggers or anything, and we’re easily accessible on our website.”).
96. Id.
97. Id.
98. Id.
99. Id.
Twitter post spread from a mere forty followers to 14.5 million followers after President-elect Trump tweeted about it. On November 12, 2016, Mr. Tucker deleted his original tweet, and he posted a picture of his original tweet with the word “false” over it. After a week, the corrected tweet had only twenty-seven likes and twenty-nine retweets.

D. Facebook as a Host of Fake News

Arguably, the most important vehicle for fake news stories is Facebook. On Facebook, fake news articles look almost identical to those from reputable news organizations. Each article displays a headline, a picture, the originating website, the person or company who posted it, and the number of likes, shares, and comments. Fake news sites’ ability to mirror the appearance of an authentic news site, on both Facebook and their respective websites, is essential to their success—the replicated appearance allows for the reader to believe that what she is reading is news from a reputable source.

101. Maheshwari, supra note 78.
102. Id.
Facebook’s importance as a vehicle for fake news is evidenced by the sheer number of users who receive news on the site. In 2012, a Pew Research study indicated that forty-nine percent of U.S. adults reported seeing news on social media.\textsuperscript{105} Later, in 2016, a similar Pew Research study showed that sixty-two percent of U.S. adults receive their news on social media websites.\textsuperscript{106} While these studies were “based on a slightly different question,” where one asked if the participant had seen news on social media and the other asked if she received news on social media, the increase remains significant.\textsuperscript{107} The percentage of users who get their news on the following social networking sites vary: seventy percent of Reddit users get their news on Reddit; sixty-six percent of Facebook users get their news on Facebook; fifty-nine percent of Twitter users get their news on Twitter; twenty-three percent of Instagram users get their news on Instagram; twenty-one percent of YouTube users get their news on YouTube; and seventeen percent of Snapchat users get their news on Snapchat.\textsuperscript{108}

Once the total reach of these sites is factored in, the numbers are more dramatic. Facebook reaches sixty-seven percent of U.S. adults and sixty-six percent of those adults get their news on Facebook.\textsuperscript{109} Once the user percentage is combined with the total number of U.S. adults, this equates to forty-four percent of the U.S. adult population receiving its news on Facebook.\textsuperscript{110} That is thirty-four percentage points more than the largest proportion of U.S. adults receiving

---

\textsuperscript{105} Gottfried & Shearer, supra note 17.

\textsuperscript{106} See id.

\textsuperscript{107} See id.

\textsuperscript{108} Id.

\textsuperscript{109} Id.

\textsuperscript{110} Id.
their news on any other social media site. While Facebook users receive their news on other platforms as well, a larger percentage receives its news from Facebook than any other platform alone, including local TV, cable TV, network nightly TV, news websites and apps, radio, and print newspapers.

Not only are fake news stories promoted by Facebook users, there is at least one instance of a fake news story being promoted by Facebook itself. In August 2016, Facebook terminated the employment of twenty-six employees who managed the “Trending Topics” feature, and replaced them with an algorithm. This permits Facebook to be able to claim that it is merely a technology company, and not a media company, which is a mediator of content, as evidenced by the lack of employees with editorial control.

There are still some employees involved in the process of determining what stories appear in the Trending section, but it is fewer than originally employed, and no longer rises to the level

111. See id. (displaying how YouTube is the next leading site).
112. See id.
114. The Trending Topics feature shows each user a list of news stories that Facebook deems to be “trending.” See Trending, FACEBOOK, https://www.facebook.com/facebookmedia/get-started/trending (last visited Aug 1, 2017) (“Trending works by surfacing topics that are seeing high overall volume of mentions on Facebook and sharp increases in mentions over a short period of time. Trends are personalized for each individual on Facebook based on a number of factors, including: Pages you’ve liked, feedback you’ve provided on previous trending topics and other factors.”).
of editorial control that was previously employed. Fewer employees monitoring the “Trending Topics” feature resulted in Facebook promoting at least one fake news story purporting that Megyn Kelly had been fired from Fox News because she endorsed Hillary Clinton. The trending algorithm promotes those articles that are discussed the most and then places them in the trending section, regardless of their validity. Similar to the viral path of Mr. Tucker’s tweet, when a story starts to trend on Facebook, even if it is only being talked about by a few thousand people, it will then nevertheless appear in front of millions of people on the side of their news feed, whether they like it or not and regardless of the veracity of the story.

II. People Are Unable to Differentiate Real from Fake News

Fake news is not a new phenomenon, but the format has changed over time. Despite the average person’s acknowledgment of sensationalized headlines in print, she is still unable to discern what is real or fake when presented online. This Part briefly mentions the phenomenon of misinformation and sensationalized headlines in history. Next, it explains how most internet users lack general

118. See Caitlin Dewey, Facebook Has Repeatedly Trended Fake News Since Firing Its Human Editors, WASH. POST: THE INTERSECT (Oct. 12, 2016), https://www.washingtonpost.com/news/the-intersect/wp/2016/10/12/facebook-has-repeatedly-trended-fake-news-since-firing-its-human-editors/?utm_term=.145d2303d2ef (“Last May, however, Facebook faced a torrent of high-profile accusations about political bias on the Trending editorial team—so much so that, in the aftermath, the company decided to tweak the role humans play in approving Trending topics.”).

119. Id. (“I'm not at all surprised how many fake stories have trended,’ one former member of the team that used to oversee Trending told the Post. 'It was beyond predictable by anyone who spent time with the actual functionality of the product, not just the code.”); Meyer, supra note 113.

120. See Meyer, supra note 116.

121. See supra Section I.C.

internet literacy. Finally, it explores why this lack of internet literacy coupled with fake news articles results in readers believing everything they read or nothing, including authentic news.

A. Fake News Is not New

One of the earliest historical false news stories is commonly referred to as “The Great Moon Hoax.” It was a series of six articles published in 1835 by The New York Sun, a newspaper which was made profitable by these stories. The stories, written by Richard Adams Locke, alleged that there was an alien civilization on the moon. In addition to his description of humans with bat-like wings living on the moon, Locke included references to real astronomy in his stories. Edgar Allen Poe thought that the author was a genius and that less than ten percent of readers believed that the story was a hoax.

Other historical examples of historical false news include “yellow journalism,” which, similar to fake news as defined by this Comment, emphasized sensationalism over facts.

123. The following stories are labeled “historical false news” as they do not fully fit into this Comment’s definition of “fake news.” As previously noted, this Comment defines “fake news” as intentionally fabricated stories that are entirely or mostly false statements of fact, created to deceive and be shared.


126. See Fernie, supra note 125, at 120.

127. Id.

128. Id. at 122.

It was marked by fake interviews, dramatic headlines, bogus stories, excessive use of pictures that lacked significance, overt sympathy for the underdog, and “campaigns against abuses suffered by the common people.” Yellow journalism often refers specifically to the narrative style used by two competing newspaper publishers, Joseph Pulitzer and William Randolph Hearst, with regard to their profit-driven coverage of developments in Cuba prior to the Spanish-American War. The coverage included bold headlines of stories depicting the harshness of the Spanish rule and the nobility of the revolutionaries, all of which were false. In response, there was both a call for an honest press and advocates in defense of newspapers’ right to free speech.

Other historical false news publications have had more staying power. The National Enquirer has been in publication since 1926. The National Enquirer began publishing sensationalized stories about politics, theatre news, sports, and human-interest stories. More recently, it publishes predominantly celebrity gossip.

The general population now understands that The

---


133. Jackson, supra note 129, at 792. For further discussion of the origins of yellow journalism, see id. at 790–94.


136. Id.
National Enquirer is not a credible source of news and should not be taken as complete truth as the articles are written to be attention-grabbing and sensationalized.\textsuperscript{137} Despite this knowledge with regard to The National Enquirer and other misleading print sources, readers have been unable to apply this ability to decipher real from fake to online news.\textsuperscript{138} Perhaps the news medium itself determines whether or not people can ascertain what is real and fake. Regardless of the reason, it’s evident that with the proliferation of online news articles, the average person now has a difficult time discerning what is accurate news.\textsuperscript{139} Furthermore, individuals and entities are able to profit quickly off this misunderstanding in larger quantities than their predecessors experienced;\textsuperscript{140} fake news today is a new enemy.

B. People Lack Internet Literacy

The fake news articles presented in Part I display how such articles can easily mislead readers who may only read the headline or a small portion of the article.\textsuperscript{141} A recent Pew Research Center Poll found that sixty-four percent of U.S. adults believe that fake news stories cause a great deal of confusion, twenty-four percent believe it causes at least some confusion, and eleven percent believe it causes little or no confusion around basic facts about current events.\textsuperscript{142} These

\begin{footnotesize}
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\end{footnotesize}
beliefs were shared widely across education levels, partisan affiliation, income levels, and most other demographic characteristics. Despite this belief, thirty-nine percent of U.S. adults are very confident in their own ability to identify a fake news story, forty-five percent are somewhat confident, nine percent are not very confident, and six percent are not confident at all. While readers believe they can identify fake news, they still believe it causes a great deal of confusion. The aforementioned polls were directed at U.S. adults and, consequently, failed to account for the general presumption that the younger generation is more proficient at identifying fake news, as they have always lived in a time when news was delivered over the internet.

To explore this presumption, the Stanford History Education Group recently conducted a study that examined the internet literacy of younger people with respect to social media and shared content. The study collected and analyzed 7804 student responses, ranging from middle school students through university students from twelve different states. The students were from under-resourced, inner-city schools as well as from well-resourced, suburban schools. The study also included students from different universities of differing prestige that ranged from large state universities to Stanford. The findings of the study
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143. Id.

144. Id. It must be noted that these are self-reported polls, and it is possible that some of the 1,002 U.S. adults that were surveyed may have exaggerated their perceived abilities.


147. Id. at 3, 4.

148. Id. at 3.

149. Id.
indicated that students, regardless of varying socioeconomic and education backgrounds, were incompetent at determining the validity of information on the internet.\textsuperscript{150}

The researchers found that students focus on the content, rather than the source of social media, and are unaware of how to determine if the information is verified.\textsuperscript{151} For example, over three-quarters of middle school students were able to identify traditional news stories and advertisements.\textsuperscript{152} However, more than eighty percent mistakenly believed that sponsored content was a real news story,\textsuperscript{153} despite being labeled as “-sponsored content.”\textsuperscript{154} Almost forty percent of high school students believed that a photo of deformed daisies on Imgur\textsuperscript{155} “provided strong evidence [for the dangers of nuclear radiation] because it presented pictorial evidence about conditions near the power plant.”\textsuperscript{156} Another twenty-five percent believed it did not provide strong evidence, but only because the picture did not show animals or plants that were affected by nuclear

\begin{footnotesize}
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\item Id. at 4.
\item \textit{STAN. HIST. EDUC. GROUP}, supra note 146, at 10.
\item Id. at 10.
\item “Sponsored Content” is to be defined as “written stories, videos or podcasts that look and feel like journalistic content,” that are in fact advertisements. John Hermann, \textit{How Sponsored Content Is Becoming King in a Facebook World}, \textit{N.Y. TIMES} (July 24, 2016), https://www.nytimes.com/2016/07/25/business/sponsored-content-takes-larger-role-in-media-companies.html?_r=0.
\item “Imgur is an image hosting and sharing site. . . . It hosts images for free in various formats, including animated Gif files, supported by advertising, with paid-for professional accounts available. Those images are kept online for free, only deleted if the image is not accessed at least once during any six-month period. Users of the site can post comments, use tools to create new images and then share those images with both Imgur users and the wider internet.” Samuel Gibbs, \textit{What Exactly Is Imgur, and Why Is Yahoo Trying to Buy It?}, \textit{GUARDIAN} (Dec. 11, 2013 6:54 AM), https://www.theguardian.com/technology/2013/dec/11/imgur-yahoo-image-sharing-reddit.
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radiation. The students ignored important details such as the source of the photo, and, instead, relied on the picture to evaluate the trustworthiness of the post.

Another assessment asked high school students to evaluate two Facebook posts that announced Donald Trump’s candidacy for president. One announcement was from an account that looked like Fox News, while the other was from the verified Fox News account. Over thirty percent of students claimed the fake news article was more trustworthy due to some graphic elements, and only twenty-five percent recognized and explained the meaning of the blue check mark, indicating a verified source. This finding, in particular, is important for purposes of this Comment—a common issue with fake news articles is that their appearance mirrors accurate news sources, which effectively imbues the article with ample credibility.

These findings were not only evident at the middle school and high school level, but persisted at the university level. University students were presented with a tweet from a liberal advocacy group which stated, “New polling shows the @NRA is out of touch with gun owners and their own members,” and a graphic saying, “Two out of three gun owners say they would be more likely to vote for a candidate who supported background checks.” The tweet also contained a link to a press release by the poll’s sponsor. The study then asked the students why the tweet may or may not be a useful source of information. The results showed
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that students had difficulty evaluating the tweets, and less than one-third explained that the political agenda of the liberal advocacy group could influence the content. Notably, more than half of the university students did not click on the link in the tweet. Some of the students did not click on any of the links, while others attempted to do outside internet searches. Though further research is needed, this study suggests the younger generation is not as internet literate as previously believed, thus this incompetence is not limited to adult internet users.

C. Results of Fake News

This illiteracy is only exacerbated by readers’ retention of false information. Some argue that readers should be responsible for determining whether news is fake before sharing it, but, according to psychologist Dannagal Young, readers cannot help spreading fake news. Young argues that “[o]ur brains have a finite capacity for processing information and for remembering, so our minds make value judgments about what to keep. Humor tips the scales in favor
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169. Id. at 7.
of being remembered and recalled, even when counterarguments are strong.”

When exposed to fake news or satire, the brain can accesses the humor constructs and brings the information into the working memory, a part of the short term memory. This results in the reader being unable to “un-think” the story. Whether the reader believed the fake news story to be true or not, she will continue to remember it as “this powerful mode of persuasion extends to sensational fake news as well.”

According to Michael Lynch, a professor of Philosophy at the University of Connecticut, the credulity of people is not the larger problem with regard to fake news. Rather, “[t]he wider problem is fake news has the effect of getting people not to believe real things.” Lynch describes this as readers believing that all information is so biased or conflicting that they ignore facts.

Most of us experience an echo chamber of information on social media. A recent study done by social scientists Walter Quattrociocchi, Antonio Scala, and Cass Sunstein found that users tend to interact with only “like minded” friends which create echo chambers on Facebook. In
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178. Id. (“He described the thinking like this: ‘There’s no way for me to know what is objectively true, so we’ll stick to our guns and our own evidence. We’ll ignore the facts because nobody knows what’s really true anyway.’”). See also Michael P. Lynch, Fake News and the Internet Shell Game, N.Y. TIMES (Nov. 28, 2016), https://www.nytimes.com/2016/11/28/opinion/fake-news-and-the-internet-shell-game.html.
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addition, users that are more active within their own echo chamber are more likely to interact with other users who share similar beliefs.\textsuperscript{181} The study also found that confirmation bias\textsuperscript{182} was a contributing factor to whether or not a user decided to spread content, and this created “informational cascades within identifiable communities.”\textsuperscript{183} Further, users rejected information that undermined their preferred narrative and instead sought information that strengthened it.\textsuperscript{184} Notably, the study found “intentionally false claims are accepted and shared, while debunking information is mainly ignored [and as a result], exposure to debunking information may even increase the commitments.”\textsuperscript{185} So long as the intentionally false information conformed with the narrative of the user, even when framed as satire, it was welcomed and treated as suitable content for certain echo chambers.\textsuperscript{186}

The result is readers believing the most recent article that they read, whether authentic or fake, and others who believe nothing, including real news, because they lack the requisite Internet literacy and exist in an echo chamber on social media. Unfortunately, the current legal landscape does not afford a remedy to this situation, as will be discussed in Part IV.\textsuperscript{187}

\textsuperscript{181} \textit{Id.}

\textsuperscript{182} Carol Tavris & Elliot Aronson, \textit{Mistakes Were Made (But Not by Me): Why We Justify Foolish Beliefs, Bad Decisions, and Hurtful Acts} 22 (Houghton Mifflin Harcourt 2015) (“So powerful is the need for consonance that when people are forced to look at disconfirming evidence, they will find a way to criticize, distort, or dismiss it so that they can maintain or even strengthen their existing belief. This mental contortion is called ‘confirmation bias’”).

\textsuperscript{183} Quattrociocchi et al., supra note 179, at 14.

\textsuperscript{184} \textit{Id.} at 14.

\textsuperscript{185} \textit{Id.} at 2.

\textsuperscript{186} \textit{Id.} at 12.

\textsuperscript{187} See infra Part IV.
FAKE NEWS feels inherently immoral to many, yet it can be difficult to determine what law fake news violates. Many fake news stories fall under the category of defamation, because they are false and defamatory statements about another, often a public official, made with actual malice, as the statements are intentionally false. However, the common law framework of defamation does not apply when content is posted on the internet. To best understand how third-party liability on the internet is the exception, one must first understand the common law approach. This portion next explains the common law


190. See Bill Haltom, But Seriously Folks: Presence of Malice, 53 TENN. B.J. 40, 41 (2017) (“much of the ‘news’ you find reported on Facebook and other social media outlets is not only unreliable, it is downright false. In fact, much of it is intentionally false. There are now internet ‘journalists’ who intentionally post false stories. The fake news phenomena was particularly prevalent during the recent presidential election. This isn’t absence of malice. It’s presence of malice.”).

191. Anthony Cioli, Chilling Effects: The Communications Decency Act and the Online Marketplace of Ideas, 63 U. MIAMI L. REV. 137, 137–38 (“Congress, declaring that ‘it is the policy of the United States . . . to preserve the vibrant and competitive free market that presently exists for the Internet and other interactive computer services,’ included a provision in the Communications Decency Act of 1996 (CDA) to alter centuries of common-law precedent to grant the owners of such private online forums unprecedented immunity from liability for defamation and related torts committed by third-party users.”); Patricia Spiccia, Note, The Best Things in Life Are Not Free: Why Immunity Under Section 230 of the Communications Decency Act Should Be Earned and Not Freely Given, 48 VAL. U. L REV. 369, 379 (2013) (“While almost all providers of third-party content are subject to liability depending on the above categories [including common carriers, publisher, and distributor], Congress, through the CDA [Communications Decency Act], has made the Internet an exception.”).
framework of defamation, including a discussion of the law’s application depending upon the format of the defamatory material. It concludes with a brief discussion of satire, despite its intentional exclusion from the definition of fake news in this Comment, as some fake news authors attempt to argue that their work is satirical.

A. The Tort of Defamation

While the constitutional right to free speech is greatly valued in the United States, the Supreme Court has made clear that this right is not absolute, and has stated that “there is no constitutional value in false statements of fact.” Defamatory content falls within this category of unprotected speech. The Restatement (Second) of Torts defines “defamation” as communication that tends “to harm the reputation of another as to lower him in the estimation of the community or to deter third persons from associating or dealing with him.” The Restatement then bifurcates defamation into libel and slander. Libel is “the publication of defamatory matter by written or printed words . . . that has the potentially harmful qualities characteristic of written or printed words.” Slander, on the other hand, is “the publication of defamatory matter by spoken words, transitory gestures or by any other form of communication other than” written or printed words.
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192. Chaplinsky v. New Hampshire, 315 U.S. 568, 571 (1942) (“[I]t is well understood that the right of free speech is not absolute at all times and under all circumstances”).
194. Chaplinsky, 315 U.S. at 571–72 (identifying categories of speech that are not constitutionally protected including “the lewd and obscene, the profane, the libelous, and the insulting or ‘fighting’ words”).
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198. Id. § 568(2). See also Ciolli, supra note 191, at 141–43 (discussing the distinction between slander and libel).
Each state slightly differs in its definition of defamation at the common law. The Restatement provides general guidance on what elements must be met to find an actor liable for defamation, which includes:

(a) a false and defamatory statement concerning another; (b) an unprivileged publication to a third party; (c) fault amounting at least to negligence on the part of the publisher; and (d) either actionability of the statement irrespective of special harm or the existence of special harm caused by the publication.199

In addition, many jurisdictions deem a statement defamation per se if it imputes unto another: (1) sexual misconduct; (2) a loathsome disease; (3) criminal conduct or offense; or (4) misconduct, inability or lack of integrity in a one’s profession, office, trade, or occupation.200

Prior to New York Times Company v. Sullivan, a plaintiff could bring a defamation suit premised on a negligence or strict liability standard, depending on the state.201 However, the Supreme Court made clear in Sullivan that a higher standard is required when the defamatory statements concern a public official.202 The Court explained that this higher standard required that the plaintiff prove that the statement was made with “actual malice,” which the Court defined as “knowledge that it was false or with reckless disregard of whether it was false or not.”203 Thus, in order to prevail, the plaintiff must show the defendant published: (1) a false statement of fact about a public official (2) having defamatory content with (3) actual malice.204 The Court chose not to define who qualifies as a public official in

199. Restatement (Second) of Torts § 558.
203. Id. at 279–80.
204. Id. at 271–73, 279–80.
Sullivan,205 but revisited it in Gertz v. Robert Welch, Inc., where it defined a “public figure” as one who “achieve[s] such pervasive fame or notoriety that he becomes a public figure for all purposes and in all contexts” or “an individual [who] voluntarily injects himself or is drawn into a particular public controversy.”206

Further, the Restatement makes clear that publishers and distributors are treated differently for purposes of defamation.207 A primary publisher is presumed to have a greater degree of control over the material than a distributor and is therefore held to a more stringent standard than a distributor.208 When a person or organization transmits the defamatory content through radio, television, or newspaper, the person or organization is deemed the primary publisher.209 A distributor, on the other hand, is only held liable for content it distributes if it knew or had reason to know that the content was defamatory.210 As will be further discussed in Part IV, the difference between publisher and distributor is immaterial toward determining the scope of liability when the content is on the internet.211

205. Id. at n. 23 (“We have no occasion here to determine how far down into the lower ranks of government employees the ‘public official’ designation would extend for purposes of this rule, or otherwise to specify categories of persons who would or would not be included.”). See also John Bruce Lewis & Bruce L. Ottley, New York Times v. Sullivan at 50: Despite Criticism, the Actual Malice Standard Still Provides “Breathing Space” for Communications in the Public Interest, 64 DEPAUL L. REV. 1, 18–21 (2014) (providing an in-depth discussion of the New York Times v. Sullivan decision).

206. 418 U.S. at 351–52.

207. See RESTATEMENT (SECOND) OF TORTS § 581.

208. See id. § 581(2) cmt. g. See also Vanessa S. Browne-Barbour, Losing Their License to Libel: Revisiting § 230 Immunity, 30 BERKELEY TECH. L.J. 1505, 1511–12 (discussing primary publisher liability).

209. RESTATEMENT (SECOND) OF TORTS § 581(2) cmt. g.

210. See id. § 581(1).

211. Zeran v. AOL, Inc., 129 F.3d 327, 332 (4th Cir. 1997); Barrett v. Rosenthal, 40 Cal. 4th 33, 39 (2006) (finding that Communications Decency Act Section 230 immunity for defamatory material appearing online “has been applied regardless of the traditional distinction between ‘publishers’ and ‘distributors.’”). See infra
B. Republication Rule

In addition to publisher and distributor liability, one who republishes defamatory content may also be subject to liability. Under the Restatement, “one who repeats or otherwise republishes defamatory matter is subject to liability as if he had originally published it,” with the exclusion of those who “only deliver or transmit defamation published by a third person.” Generally, courts hold republishers liable even if the republisher attributes the statement to the original speaker or publisher.

At common law, a republisher who publishes defamatory content in print form is subject to the same liability as that of the original publisher. Yet, a republisher who publishes defamatory content online has immunity under the Communications Decency Act (CDA) Section 230. As such, where Facebook could be found liable for republishing fake news in print, it is afforded complete immunity under the CDA.

C. Neutral Reportage Doctrine

While one who republishes defamatory material may be held liable, the neutral reportage doctrine exempts those
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217. The neutral reportage doctrine is not recognized in all states, and it is far more complex than this brief description suggests. For an in-depth discussion of the neutral reportage doctrine, see generally Dan Laidman, When the Slander is the Story: The Neutral Reportage Privilege in Theory and Practice, 17 UCLA ENT. L. REV. 74 (2010).
who report on the defamation.\textsuperscript{218} The neutral reportage doctrine was created by the Second Circuit in \textit{Edwards v. National Audubon Society}.\textsuperscript{219} The doctrine provides protection for those who accurately and disinterestedly report the charges made by a prominent organization, even if the charges ultimately are found to be defamatory.\textsuperscript{220} Notwithstanding this degree of protection for those who accurately and disinterestedly report the charges, the original author of the defamation may still be found liable.\textsuperscript{221} Notably, the court stated that it did “not believe that the press may be required under the First Amendment to suppress newsworthy statements merely because it has serious doubts regarding their truth.”\textsuperscript{222} While the Second Circuit did not formulate an explicit test, it described some relevant factors that courts should consider, including: (1) the neutrality of the report; (2) the accuracy of the report; (3) the responsibility of the source; (4) the attribution of the source; (5) the nature of the original report; (6) whether the target of the report is a public figure; (7) whether the source of the report is a public figure; (8) whether the report is newsworthy or concerns a public controversy.\textsuperscript{223}

This doctrine specifically protects the republication of defamatory statements made by “responsible, prominent organization[s].”\textsuperscript{224} This exemption from liability would
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likely not be a source of immunity for those republishing fake news, like Facebook, as fake news stories are not made by “responsible, prominent organization.” Rather, fake news is most often the product of unknown Internet users or internet trolls, who are far from responsible in their reporting.

D. Satire

Many fake news authors consider their articles satire. Some sites clearly denote that the writer’s intention to be satirical, while others leave issues of authorial intent vague. Initially, it appears that a court would find satire to be defamation under the Sullivan standard. For example,

Amendment protects the accurate and disinterested reporting of those charges, regardless of the reporter’s private views regarding their validity”).

225. Id.

226. An Internet troll lacks a clear definition, but Adrienne LaFrance, author of a book on trolling, described it in an NPR interview as “someone who is just delighting in chaos, sort of utterly hateful, provocative, really wants a reaction. But culturally, we’ve sort of burdened trolling and trolls with so many other meanings that it has become pretty murky. And almost—it gets difficult to talk about because people can’t agree with what a troll even is. Is it just someone who’s mean? Is it someone who disagrees with you? Do you have to, you know, be facing a death threat for it to be real trolling? So there’s this sort of spectrum and not a lot of clarity about what a troll really is.” Michel Martin, Barbershop: Internet Trolling, NPR: ALL THINGS CONSIDERED (July 8, 2017, 6:04 PM), http://www.npr.org/2017/07/08/536197350/barbershop-internet-trolling.

227. While satire is not included in this Comment’s definition of fake news, many of the authors of fake news consider their work to be satirical, and thus it must be addressed.


230. See supra Section I.A.
satire is often a work of exaggeration, so it can be labeled as false. Satire is usually critical of the subject, and therefore it can be labeled as defamatory, and the satirist writes with “actual malice,” as she knows either knows the statement is false or consciously disregards the truth.

Under the Sullivan standard satire would often be found to be defamation, however in Hustler Magazine, Inc. v. Falwell, the Supreme Court carved out an exception to Sullivan to release satirists from potential liability.231 In Hustler Magazine, Inc., the Court recognized that political satire and parody play an important role in public debate and that society must tolerate the kind of satire at issue to ensure general First Amendment protections. The Court noted that, while false statements are inevitable in a society with free debate, a strict liability rule against publishers for these statements would have a chilling effect on speech.233 The Court stated that First Amendment protects “speech [that] could not reasonably have been interpreted as stating actual facts about the public figure involved.”

The Court held that public figures must show that publication of a false statement of fact was made with “actual malice” to recover for the intentional infliction of emotional distress.235 While the Court’s holding appears to be an application of Sullivan, the Court stated that it was not a “blind application” of the Sullivan standard.236 Rather, the
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236. Id.
holding “reflects [the Court’s] considered judgment that such a standard is necessary to give adequate ‘breathing space’ to the freedoms protected by the First Amendment.” By qualifying any work as satire, writers may essentially immunize themselves from claims of defamation.

Unlike fake news websites, the intent of most satirical sites is not to trick readers, but to make a comment on current events that has some basis in truth. While readers often misconstrue satire for real news, the writers of The Onion argue that it is the fault of the reader for misinterpreting their jokes, and trickery is far from their intent. Further, most satirical websites and articles, as previously mentioned, have a disclaimer that labels them as such. The disclaimer not only immunizes the website but also alerts the reader that the information is not intended to be an accurate news account. On the other hand, as the intent of most fake news sites is to fool the reader, they are often not labeled as satire.

If fake news were in print and not labeled as satire,

237. Id.

238. Lauren Gilbert, Mocking George: Political Satire as “True Threat” in the Age of Global Terrorism, 58 U. MIAMI L. REV. 843,857–58 (2004) (“Political satire is a literary or artistic devise calculated to expose political or religious leaders and their follies to ridicule, often through the cruel exploitation of physical or mental traits or politically embarrassing events.”).

239. Id. at 858 (“It has been said that a satirist’s goals can be achieved ‘only to the extent that the audience responds to the attack.’”); Satire vs. Fake News, C-SPAN (Sept. 25, 2016), https://www.c-span.org/video/?c4637569/satire-vs-fake-news.

240. See, e.g., Frequently Asked Questions, ONION, http://www.theonion.com/about/ (last visited Sept. 17, 2017) (“What if I want to sue The Onion? Please do not do that. The First Amendment protects satire as a form of free speech and expression. The Onion uses invented names in all of its stories, except in cases where public figures are being satirized. Any other use of real names is accidental and coincidental.”).

liability would likely be found for those who publish, distribute, and republish it, as it is often defamatory. However, when fake news is published on the internet, all of the aforementioned forms of liability cease to exist.\footnote{Spiccia, supra note 191, at 376–77.}

IV. CDA Section 230

Unlike the common law, where liability depends on the form of publication, websites receive broad immunity from liability for third-party content posted on its platform under Section 230 of the CDA.\footnote{See infra Section IV.C.} This next Section begins with a brief legislative history of CDA Section 230, including an explanation of the New York Supreme Court case that was the catalyst for the Act. A detailed examination of the statute will be provided in addition to its judicial application in several decisions.

A. Legislative History of Section 230 of the CDA

In 1996, Congress enacted CDA Section 230 as part of the Telecommunications Act of 1996.\footnote{47 U.S.C. § 230 (2012).} Before the Act was proposed, a Time Magazine cover story brought attention to the vast array of sexually offensive material on the internet.\footnote{Spiccia, supra note 191, at 380.} After reading this story, Senator James Exon introduced several draft bills that were intended to protect children from this sexually explicit content.\footnote{Id. The senator believed that “[t]he information superhighway should not become a red light district. This legislation will keep that from happening and extend the standards of decency which have protected telephone users to new telecommunications devices.” 141 CONG. REC. S1953 (daily ed. Feb. 1, 1995) (statement of Sen. Exon).} Senator Exon’s bills proposed such content be regulated by the FCC, but this proposal was not well received.\footnote{Spiccia, supra note 191, at 380–81.} The final language...
of Section 230 did not resemble any of Senator Exon’s proposed bills. What ultimately became Section 230 were provisions from a competing piece of legislation, the Online Family Empowerment Amendment, also known as the Cox-Wyden Amendment, which was sponsored by Representatives Christopher Cox and Ron Wyden. This legislation was intended to respond to the then-recent New York Supreme Court decision of Stratton Oakmont v. Prodigy Services Co. and to encourage private companies to monitor internet indecency.

The court in Stratton Oakmont treated defamatory comments posted online as if the comments had been in print and applied the common law framework. In Stratton Oakmont, the plaintiff sued Prodigy, a “computer network,” as defined by the court, for defamatory comments made by an unknown person on Prodigy’s bulletin boards. The court held that Prodigy was liable for the defamatory comments because it was acting as a publisher. The court reasoned that Prodigy was subject to publisher liability because Prodigy deleted offensive comments on its bulletin

---


252. Id. at *2.

253. Id. at *10–11.
board, which constituted editorial control.\footnote{Id. at *10 (“By actively utilizing technology and manpower to delete notes from its computer bulletin boards on the basis of offensiveness and ‘bad taste’, for example, PRODIGY is clearly making decisions as to content, and such decisions constitute editorial control.”) (citations omitted).} Some thought this ruling would stifle free expression on the internet, as the hosting website could be liable for failure to review posts.\footnote{Peter H. Lewis, Prodigy Seeks to Reargue Its Defense in Libel Lawsuit, N.Y. TIMES (July 25, 1995), http://www.nytimes.com/1995/07/25/business/prodigy-seeks-to-reargue-its-defense-in-libel-lawsuit.html.}

In responding to the \textit{Stratton Oakmont} decision, the Cox-Wyden Amendment made clear that the policy goals of the amendment were to aid in the development and expansion of the internet by preventing overregulation by the states or the federal government.\footnote{47 U.S.C. § 230(b)(1)-(2) (2012) (referencing the policy goals of the federal government in enacting these provisions “to promote the continued development of the Internet and other interactive computer services and other interactive media [and] to preserve the vibrant and competitive free market that presently exists for the Internet and other interactive computer services, unfettered by Federal or State regulation.”)} To achieve this goal, Section 230 was designed to encourage the free exchange of ideas and information over the internet, while still fostering voluntary monitoring by internet service providers (ISPs).\footnote{Barnes v. Yahoo!, Inc., 570 F.3d 1096, 1099–1100 (9th Cir. 2009) (“The statute is designed at once ‘to promote the free exchange of information and ideas over the Internet and to encourage voluntary monitoring for offensive or obscene material.’”) (quoting Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1122 (9th Cir. 2003)).} Representative Cox stated that the Cox-Wyden Amendment would “protect computer Good Samaritans, online service providers, anyone who provides a front end to the Internet . . . who takes steps to screen indecency and offensive material for their customers.”\footnote{141 CONG. REC. H8470 (daily ed. Aug. 4, 1995) (statement of Rep. Cox).}

Both the Senate and the House passed the CDA as Title V of the Telecommunications Act of 1996, and President Bill Clinton signed the act into law on February 8, 1996.\footnote{Communications Decency Act of 1996, Pub. L. No. 104-104, 110 Stat. 133} Before
the CDA went into effect, the majority of it was struck down as unconstitutional, yet Section 230 survived review.

B. Section 230 of the CDA

Section 230 of the CDA states in relevant part, “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” Courts have broadly interpreted this provision to immunize websites and ISPs from claims based on third-party speech.

To determine immunity, courts generally employ a three-part test where the defendant must show: (1) it is a “provider or user of an ‘interactive computer service;’” (2) it acted as a “publisher or speaker;” and (3) the content at issue was “information provided by another information content provider.” In addition, liability cannot be imposed under a


260. Reno v. ACLU, 521 U.S. 844, 849 (1997) (striking down sections of the CDA, which attempted to protect minors from patently offensive and indecent material on the Internet, as unconstitutionally vague). For further discussion of this particular holding, see generally Debra M. Keiser, Note, Regulating the Internet: A Critique of Reno v. ACLU, 62 ALB. L. REV. 769 (1998).


state or local law that is inconsistent with Section 230.264

Under the first prong, an “Interactive Computer Service” (ICS) is defined as “any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server.”265 Early commentators suggested that this definition would only apply to those businesses that provide consumers with internet access, such as cable and phone companies, commonly known as ISPs, but this has not been the definition that courts have adopted.266 Rather, courts have held that an ICS may include any interactive website, including social media websites, such as Facebook, and a company’s own website.267

Under the second prong, the court determines whether the defendant’s conduct falls under the definition of “publisher or speaker.” A “publisher” has been defined as a person or entity that reviews and edits material and ultimately determines whether to publish it.268 A “speaker” has been defined as the individual who “actually submits the material that will be published.”269

265. Id. § 230(f)(2).
266. See Reidenberg, supra note 259, at 1 (defining an “interactive computer service” and noting that it has “been broadly interpreted to include any website or online service”).
268. Barnes v. Yahoo!, Inc., 570 F.3d 1096, 1102 (9th Cir. 2009).
Under the third prong, an “Information Content Provider” (ICP) is defined as “any person or entity that is responsible, in whole or in part, for the creation or development of information provided through the Internet or any other interactive computer service.” If the information is not provided by “any other” ICP, the ICS may not be afforded immunity under the CDA. In addition, in Barnes v. Yahoo!, the court included a fourth prong which asks whether the defendant specifically promised to remove content and failed to do so.

Therefore, when Facebook publishes fake news on a Facebook user’s newsfeed, it is afforded immunity. Courts have found Facebook, specifically, to be an ICS. Facebook publishes the fake news stories on a Facebook user’s newsfeed without authoring the defamatory content. Finally, these articles are written by an ICP other than Facebook, thus satisfying all three prongs. As such, Facebook, and other websites that host fake news stories, would likely be afforded immunity.

In furthering the policy objectives of the Act, the Act states that an ICS cannot be held liable for actions made in good faith by the ICS to remove or restrict access to material that it deems to be harassing, obscene, excessively violent, or otherwise objectionable, even if the material is constitutionally protected. This immunity applies to all civil claims, except claims based on alleged violations of the Electronic Communications Act of 1986 and intellectual property law. This section is rarely at issue, because typically the plaintiff sues the ICS for its failure to remove

271. See id.
272. Barnes, 570 F.3d at 1107–09.
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content, not its overzealous removal of content that it deems objectionable.\footnote{276}{Nicholas Conlon, \textit{Freedom to Filter Versus User Control: Limiting the Scope of \textsection\textsection 230(c)(2) Immunity}, 14 U. ILL. J.L. TECH. & POL’Y 105, 116 (2014) ("Most of the \textsection\textsection 230 case law has focused on subsection (c)(1), which protects a provider from liability for disseminating material created by a third party."). \textit{See, e.g.}, e360Insight, LLC v. Comcast Corp., 546 F. Supp. 2d 605, 609–10 (N.D. Ill. 2008) (providing \textsection\textsection 230 immunity to Comcast for its “good Samaritan” blocking and filtering of solicitous e-mails). For further discussion of the application of section 230 (c)(2), see Conlon, \textit{supra} note 276, at 116-22.}

C. Judicial Application of Section 230

Most federal courts have interpreted Section 230 to broadly immunize a website or other ICS from liability with respect to third-party content.\footnote{277}{Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1124 (9th Cir. 2003) ("[S]o long as a third party willingly provides the essential published content, the interactive service provider receives full immunity regardless of the specific editing or selection process."); Batzel v. Smith, 333 F.3d 1018, 1032 (9th Cir. 2003) ("The scope of the immunity cannot turn on whether the publisher approaches the selection process as one of inclusion or removal, as the difference is one of method or degree, not substance."); DiMeo v. Max, 433 F. Supp. 2d 523, 531 (E.D. Pa. 2006), \textit{aff’d}, No. 06-3171, 2007 WL 2717865 (3d Cir. 2007) ("In sum, Max’s Web site uses (and likely provides) an ‘interactive computer service.’ DiMeo seeks to treat Max as a publisher or speaker of information. And the six posts constitute ‘information provided by another information content provider.’ Thus, the statute blocks DiMeo’s defamation claim.") (internal citations omitted).}

Thus, it is likely that most circuits would afford immunity to websites, such as Facebook, for hosting defamatory fake news posts. However, each circuit applies the law slightly differently, and a survey of several decisions is illustrative.\footnote{278}{This section takes a holistic approach at how the federal circuits apply Section 230. For a further discussion of the differing applications by circuit, see Ryan French, Comment, \textit{Picking up the Pieces: Finding Unity after the Communications Decency Act Section 230 Jurisprudential Clash}, 72 LOUISIANA L. REV. 443, 451–73 (2012).}

The Fourth Circuit first addressed the scope of immunity provided by CDA Section 230 in \textit{Zeran v. America Online, Inc.}\footnote{279}{Zeran v. AOL, Inc., 129 F.3d 327 (4th Cir. 1997).} In \textit{Zeran}, an anonymous third-party posted a message on an America Online (AOL) message board advertising
shirts with offensive slogans related to the 1995 Oklahoma City Bombing. Those who wanted to purchase one of these shirts were instructed to call “Ken” at Mr. Zeran’s home number, and, as a result, Zeran received a high volume of calls, which were mostly derogatory. Zeran contacted AOL and requested that the post be removed. An employee assured Zeran that the post would be removed, but it was not. Zeran filed suit alleging AOL was liable for the third-party defamatory statements because it acted as a distributor.

The court did not agree. It rejected the possibility of holding an ICS liable under distributor liability reasoning that Section 230 clearly immunizes an ICS from liability for information that originated with third-parties. The court stated that the difference between distributor and publisher liability was meaningless for purposes of Section 230. In short, Zeran found that Section “230 provides immunity to online distributors in defamation suits where, had the same content been distributed in hard print, the publisher’s liability would have been determined under the applicable state defamation laws.” Zeran’s interpretation of Section 230 remains the majority view.

Where an ICS retains editorial rights to remove content, it may still be afforded immunity under Section 230. In
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Blumenthal v. Drudge, two White House employees, Sidney Blumenthal and Jacqueline Jordan Blumenthal, brought a defamation suit against both AOL and Matt Drudge after Drudge wrote and published on his webpage, The Drudge Report, allegedly defamatory statements about them, specifically that Mr. Blumenthal abused his wife.289 AOL was joined in the suit as it had a licensing agreement with Drudge where it compensated him for making his website available to AOL's customers.290 The agreement allowed Drudge to manage his website's content, but AOL reserved the right to remove any content that did not comply with its own standards.291 Relying on Zeran, the court held that, despite AOL's certain editorial rights, AOL was immunized by Section 230.292

The Ninth Circuit further expanded the scope of what constitutes a “publisher” in Batzel v. Smith.293 In Batzel, a third-party sent an e-mail to the Museum Security Network alleging that Ellen Batzel was in possession of artwork stolen from various Jewish families during World War II.294 The Museum Security Network then published the email to a Network listserv.295 The court found that a website retains its status as an ICS and does not forfeit Section 230 immunity unless it performs an act “more substantial than merely editing.”296 Further, the court noted that Section 230 provides immunity to users in addition to ICSs.297 Notably, the court held that an ICS or user is afforded immunity when a third-party, that created or developed the content at issue,
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provides the content to the ICS or user, “under circumstances in which a reasonable person in the position of the service provider or user would conclude that the information was provided for publication on the Internet.”

The Ninth Circuit broadened the scope even further in *Carafano v. Metrosplash.com, Inc.* In *Carafano*, a third-party created an online dating profile on Matchmaker.com for Christianne Carafano, a popular actress, without her permission. The profile contained her picture, name, address, and telephone number. Carafano discovered the identity theft when she began to receive threatening and sexual voicemails and emails, and she subsequently sued Matchmaker.com. The court ultimately held that “so long as a third party willingly provides the essential published content,” an ICS is immune pursuant to Section 230, despite any selection or editing process involved. The court noted that Section 230 would immunize the defendant unless it “created or developed the particular information at issue.” Accordingly, to retain immunity under Section 230 in the Ninth Circuit, a website simply must not create or develop defamatory fake news.

At the outset of a California Supreme Court decision, *Barrett v. Rosenthal*, the court stated bluntly that Section 230
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230 provides immunity where the common law did not.\textsuperscript{305} The court stated that:

The immunity has been applied regardless of the traditional distinction between “publishers” and “distributors.” Under the common law, “distributors” like newspaper vendors and booksellers are liable only if they had notice of a defamatory statement in their merchandise. The publisher of the newspaper or book where the statement originally appeared, however, may be held liable even without notice.\textsuperscript{306}

The plaintiffs in\textit{ Barrett} alleged that Ilena Rosenthal and others committed libel by distributing defamatory statements through email and internet postings.\textsuperscript{307} The plaintiffs alleged that Rosenthal republished some of the messages even after Barrett warned her that they were defamatory.\textsuperscript{308} Expanding the scope of immunity further than other jurisdictions, the court held “that section 230(c)(1) immunizes individual ‘users’ of interactive computer services, and that no practical or principled distinction can be drawn between active and passive use.”\textsuperscript{309} By affording the defendant immunity under Section 230, the court expanded the scope of immunity from a website that hosts the republished defamatory statements to also include those individuals or entities who republish defamatory statements online.\textsuperscript{310} Thus, Facebook users who post or republish fake news stories would likely be afforded immunity, at least in California.

One district court, nevertheless, found that, in some instances, Facebook would qualify not just as an ICS but also an ICP. In\textit{ Fraley v. Facebook}, the court dealt with
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“Sponsored Stories,” which consisted of another member’s profile picture, name, and a statement that the person “likes” an advertiser along with the advertiser’s logo. These stories were generated when a Facebook user employs the like, post, or check-in feature, and the content, as determined by Facebook, relates to an advertiser. In a class action suit, the plaintiffs alleged that Facebook’s Sponsored Stories violated the following: California’s Unfair Competition Law, Business and Professions Code § 17200, et seq. (UCL); California’s Right of Publicity Statute, Civil Code § 3344; and the common law doctrine of unjust enrichment. Interestingly, the court found that Facebook acted as both an ICP and an ICS, and denied CDA immunity. The court focused on the fact that “Facebook contributes, at least in part, to the creation or development of the Sponsored Story,” instead of simply “publishing tortious content.” The court noted that, despite Facebook members being ICPs, Facebook is not precluded from also being an ICP by aiding, even slightly, in the information posted as Sponsored Stories.

Conversely, in Caraccioli v. Facebook, Inc., where Facebook reviewed obscene content and chose not remove it, the same district court treated Facebook solely as an ICS and afforded it immunity. In Caraccioli, the plaintiff alleged that an unidentified third-party created a fictitious Facebook account that contained pictures and videos of the plaintiff sexually pleasuring himself. The plaintiff requested that
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Facebook remove the account, but it refused to do so until the plaintiff threatened legal action.\(^{319}\) The plaintiff alleged that Facebook was liable because the creator of the content was unknown and that Facebook should be held responsible because it reviewed the account and decided not to remove it.\(^{320}\) Ultimately, the court held that Facebook was not liable because, in this instance, Facebook did not provide or materially contribute to the content.\(^{321}\) The court did not agree with the plaintiff's argument that Facebook acted as republisher after refusing to remove the content; instead, the court found that Section 230 precluded liability.\(^{322}\)

As this survey of decisions suggests, it is exceedingly difficult to hold a website liable for content that is posted by a third-party, even when the content is defamatory on its face, such as posts concerning #PizzaGate.\(^{323}\) One may argue that when Facebook displays a fake news story in its “Trending Stories” section it is acting as an ICP and would not be afforded immunity as in Fraley.\(^{324}\) However, this is not entirely clear. Currently, the only entity that may be sued for a fake news story is the author, and, as previously explained, this is a difficult task as most authors are unknown and difficult to track down. Further, while some owners of fake news sites may make sizeable income from these stories, these instances are few and far between.\(^{325}\)
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\(^{324}\) Fraley v. Facebook, Inc., 830 F. Supp. 2d 785, 802 (N.D. Cal. 2011) (finding that Facebook was not afforded CDA Section 230 immunity because it aided in the information posted as “Sponsored Stories”).

\(^{325}\) Compare Sydell, supra note 59 (“He wouldn’t give exact figures, but he says stories about other fake-news proprietors making between $10,000 and $30,000 a month apply to him.”) with Higgins et al., supra note 228 and Craig Silverman & Lawrence Alexander, How Teens In The Balkans Are Duping Trump Supporters With Fake News, BUZZFEED: NEWS (Nov. 3, 2016, 7:02 PM), https://www.buzzfeed.com/craigsilverman/how-macedonia-became-a-global-hub-
Rather, most authors are likely not worth pursuing for financial reasons, with the exception of a few of the bigger players, most of whom are still difficult to track down. This unfortunately affords the defamed with little legal recourse.

V. Proposed Solutions

This Comment proposes several potential interdependent solutions to prevent the spread of fake news. First, this Part argues that readers have a responsibility to become internet literate, and websites must continue their attempts to combat fake news. As previously suggested, the entity that would be worth pursuing financially would be the hosting website, such as Facebook, but CDA Section 230 immunizes an ICS from third-party content that it republishes. Thus, this Part proposes the addition of secondary liability to the CDA.

A. Reader Responsibility

Currently, the responsibility to determine what is and is not fake news is ultimately left to the reader. As previously explained, many readers, including younger, supposedly more internet-savvy readers, are ill-equipped to differentiate between the two. Readers could, however, become internet literate by reading more closely and seeking verification of
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the published material, instead of absentmindedly trusting the source simply because it has a picture. While this ability to discern must be self-taught for those who are older, it may also be incorporated into school curriculums to address it earlier.

Since the recent proliferation of fake news, many schools have written guides on how to determine if a news story is fake. These guides instruct the reader to first verify the news stories using such websites at FactCheck.org, Snopes, and PolitiFact. Additionally, the guides suggest that the reader should look at the domain name, as domains that end in “.com.co” are likely to be deceiving in some capacity. Even when the site looks professional and the logos look strikingly similar to those of verified sources, if it ends in “.com.co,” it is probably not a legitimate news source. For example, while abcnews.com is a legitimate news source, abcnwes.com.co is not and the website ends “.com.co” because the author wants readers to think it is abcnew.com. The reader should check if other news sources are reporting the same story and consult the “About” section of the source. Looking at the quotations is also an indication of the veracity of the story, as most news stories about controversial or serious issues contain quotations from various
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professionals. Next, the reader should look at the source of the quoted language and try to determine if the quotations are from a reputable source. Finally, the reader should conduct a reverse image search by right clicking on the image and choosing to search Google for it. This will show the reader other websites that include that image, which may give the reader additional sources to determine the veracity of the story.

While internet literacy should be reinforced, it alone will not eliminate the spread of fake news. Many people will still click on these fake news site links thereby providing the writers revenue through advertising based on clicks. Further, if a reader is fact checking the article, she is forced to click on it and read through it to determine its veracity. Increased internet literacy may limit sharing of fake news, but it will not limit the views, and, therefore, it will not impact the profits associated with fake news. Without a renewed legal approach toward addressing this issue, nothing will deter authors from writing and publishing fake news stories. Nonetheless, used in conjunction with other methods detailed next, increased internet literacy could still help to alleviate the issues that illegitimate news sources present.

B. Website Responsibility

Rather than leaving this issue solely to the reader, websites can regulate fake news by flagging or removing fake news stories. Facebook has already begun to label articles as
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“disputed.” Currently, the labeling is not immediate; there is a process by which an article is labeled as “disputed.” First, either a Facebook user reports the story as fake or Facebook’s software notices something bizarre about the story. Facebook has introduced “new analytical techniques including machine learning” to try to weed out fake news stories even before they are flagged by a user. This software is more likely to target articles that have a larger total reach through repeat posting. However, this may leave smaller fake news source that do not have a large reach untouched.

Next, Facebook sends the story to some of the organizations that agreed to provide free fact checking, including Snopes and PolitiFact. If and only if two of the fact checkers believe the article is fake, then the “disputed” label is attached to the article. Once Facebook provides the list of stories that have been flagged, each fact-checking organization can vet any story that it chooses. This means that it could take several days for an article to be labeled as “disputed,” even when the article was published originally on a known fake news website. In addition to the “disputed” label, Facebook briefly displayed a box at the top of each user’s newsfeed titled “Tips for Spotting False News.”
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clicking on the link, the user was directed to Facebook’s Help Center where ten different tips for spotting fake news are displayed.\(^{352}\) While this feature is no longer atop each user’s newsfeed, the list of tips remains in Facebook’s Help Center.\(^{353}\)

Facebook recently announced that, to further combat the spread of fake news, it will offer a paid news subscription tool for news publications.\(^{354}\) The service will be part of Facebook’s Instant Articles platform and will function as a paywall where the user will be asked to pay for a subscription after she has visited ten stories from one publisher.\(^{355}\) This has been suggested to prevent the spread of fake news if Facebook users view those publishers who are part of the paywall as credible because the user will then have options to subscribe to trusted news sources.\(^{356}\) It should be noted that this could have the exact opposite effect where trusted new sources are hidden behind a paywall and readers who are unable to pay for the trusted sources are forced to look elsewhere, including potential fake news sites.\(^{357}\)

Facebook is not alone in its attempt to regulate fake news. Google is also striving to eliminate fake news, and its
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engineers increased their efforts after Google was criticized for promoting a fake news story inside its News Box. Since mistakenly promoting a fake news article, Google has removed 200 publishers from one of its AdSense networks, thereby cutting these publishers off from a primary revenue stream. These publishers included many fake news sites with domain names that ended in “.com.co.”

Allowing these sites to edit content that they deem “disputed” comports with common law theories of republisher liability, in that by holding republishers liable as if they are the primary publisher, sites then want to edit content they republish in order to avoid liability. As previously explained, CDA Section 230 does not treat republishers in this manner. Moreover, CDA Section 230 protects the actions of sites that remove content that they deem to be “otherwise objectionable, whether or not such material is constitutionally protected.”

Recently, Congress questioned executives from Facebook, Google, and Twitter about the misinformation spread by Russia on their platforms during the 2016 presidential election. The Senate Intelligence Committee previously warned the social media companies of fake news and bots, which were used by Russia to “conduc[t] an information operation intended to divide our society along issues like race, immigration and second amendment
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Senator Warner was concerned about the scope of misinformation on the three platforms and criticized the companies’ leaders for dismissing the Senate Intelligence Committee’s initial concerns. While there is a bipartisan effort exploring regulatory solutions, it is unclear whether any of these solutions will come to fruition.

What is clear is that relying on individual websites to regulate fake news, without the threat of litigation, will not alleviate the wide-ranging issues fake news creates. Websites will only improve if changing could increase their profits, and this will likely be insufficient to prohibit legitimate defamation concerns. If there is no impending liability, then there is little incentive to reform one’s approach.

C. Secondary Liability

CDA Section 230 should be amended in part to mitigate the total immunity that it provides. If Section 230 were overturned in its entirety, courts would ultimately rely on common law theories of liability, a consideration pondered already by many. However, eliminating CDA immunity in
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its entirety could cause a chilling effect on both Internet users and website owners, which, in turn, could undermine the benefits of posting content on the Internet in a quick, efficient manner. Elimination of the CDA would likely result in internet users and website owners over censoring content, which could lead websites to prohibit sharing of any news whether credible or not for fear of liability.

The proposed solution falls on the spectrum between total immunity and the liability imposed on print sources. The theory borrows from both copyright law and previous court decisions and attempts to create liability where CDA Section 230 prevented it. Since defamatory content and copyright are both exceptions to the First Amendment, it seems logical that they could be treated similarly with respect to liability of websites. Notably, this proposed solution would not affect the liability currently imposed on
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the original speaker of the defamatory content, which is not insulated by CDA Section 230. Nevertheless, the original speaker is often hard to determine resulting in the injured party having no legal recourse.

The original intent of CDA Section 230 was to protect ISPs from liability for comments on a webpage, but courts have interpreted this provision more expansively. Courts have failed to analyze ISPs consistently and, instead, have included both ISPs and websites in their definition of an ICS. The courts' polysemous use of the term ICS is likely due to a lack of technological understanding. Thus, part of the proposed solution is a clarification of the definition of an ICS through the addition of a third category.

Currently, an ICS is defined as “any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server, including specifically a service or system that provides access to the Internet.” This definition is similar to that of an ISP, as defined by the Digital Millennium Copyright Act (DMCA)
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as “an entity offering the transmission, routing, or providing of connections for digital online communications, between or among points specified by a user, of material of the user’s choosing, without modification to the content of the material as sent or received.” While an ISP transmits the content, a website is often the content transmitted as a “website” is defined as “a group of World Wide Web pages usually containing hyperlinks to each other and made available online by an individual, company, educational institution, government, or organization.” A website does not allow an individual to access the internet; it merely provides content. Thus, a website should not fall under the category of an ICS.

Therefore, this Comment proposes adding a category called an Internet Content Hoster (ICH). This category would apply to websites that host third-party content. Specifically, this category would include websites that provide for the exchange or sharing of any kind of content with other users or make such content accessible to other users through hosting services. With the creation of this category, ISPs remain immunized as ICSs, but ICHs may be held liable under certain circumstances for third-party defamatory content.

An ICH may be held contributorily liable if it creates or materially contributes to the defamatory content. This liability is similar to that of an ICP, but the liability does not...


377. As explained in Section IV.B, those that provide content are not immune under the CDA as ICPs. See 47 U.S.C. § 230(f)(3) (describing an “ICP” as “any person or entity that is responsible, in whole or in part, for the creation or development of information provided through the Internet or any other interactive computer service.”).

378. This concept of “materially contribute” is adopted from Caraccioli v. Facebook, Inc, where the court found that Facebook was not liable because it did not materially contribute to the alleged act. 167 F. Supp. 3d 1056, 1065 (N.D. Cal. 2016).
require the same level of action on the part of an ICH, as the ICH must only “materially contribute” to the content rather than create or develop it.\textsuperscript{379} To materially contribute to the content, the ICH must both have the ability to stop\textsuperscript{380} and engage in conduct that furthers the spread\textsuperscript{381} of the defamatory content. As many ICHs have a policy statement that permits the removal of defamatory content,\textsuperscript{382} the ability to stop the spread would rarely be contested.\textsuperscript{383} This level of contribution has been suggested by some courts, but it is not followed uniformly.\textsuperscript{384} While it could be argued that


\textsuperscript{380} This is suggested by the Ninth Circuit in Perfect 10, Inc. v. Amazon. See Mark Bartholomew, Copyright, Trademark and Secondary Liability After Grokster, 32 COLUM. J.L. & ARTS 445, 457–58 (2009) (“Instead, [this test] asks whether the defendant is capable of stopping infringement, regardless of its degree of involvement with the direct infringer. Thus, even though Google did not have a particularly direct or strong relationship with a group of websites infringing the plaintiff’s copyright, the Ninth Circuit held that Google likely materially contributed to infringement because its search engine helped consumers find those infringing websites.”).

\textsuperscript{381} See Mark Bartholomew & John Tehranian, The Secret Life of Legal Doctrine: The Divergent Evolution of Secondary Liability in Trademark and Copyright Law, 21 BERKELEY TECH. L.J. 1363, 1391 (2006) (“To make a material contribution, the defendant must either (1) contribute machinery or goods that provide the means to infringe, or (2) engage in personal conduct that furthers the infringement.”).

\textsuperscript{382} E.g., Disabled Accounts, FACEBOOK: HELP CENTER, https://www.facebook.com/help/185747581553788/ (last visited Aug. 22, 2017) (“We disable Facebook accounts that don’t follow the Facebook Terms. Some examples include: Posting content that doesn’t follow the Facebook Terms”); Statement of Rights and Responsibilities, FACEBOOK, https://www.facebook.com/terms (last visited Aug. 22, 2017) (“We can remove any content or information you post on Facebook if we believe that it violates this Statement or our policies.”).

\textsuperscript{383} It should be noted that this scheme could have the unfortunate consequence of ICHs giving up all editorial control, so as to avoid liability. However, the larger social media websites, such as Facebook, would likely not relinquish this control for fear of backlash from the media, and these sites are where the spread of fake news is most pronounced.

\textsuperscript{384} Compare Batzel v. Smith, 333 F.3d 1018, 1031 (9th Cir. 2003) (finding an ICS must do “something more substantial than merely editing” to be liable), with O’Kroley v. Fastcase, Inc., 831 F.3d 352, 355 (6th Cir. 2016) (“Nor did Google’s alterations ‘materially contribute to the alleged unlawfulness of the content.’”),
this form of liability could be achieved through the common law, the lack of uniformity suggests that added statutory language is required.

Some have argued that the website should have knowledge of the defamatory content to establish contributory liability, as is required by copyright law to establish copyright infringement. Unlike copyright law, this Comment proposes that knowledge not be required for an ICH be found contributorily liable. Without a knowledge requirement, ICHs must act diligently in their editing process of content that is promoted, as they would not be afforded the defense of lack of knowledge should they promote defamatory content. If knowledge were required, ICHs would be incentivized to not monitor any third-party content for fear of creating liability. Consequently, under this proposed contributory liability scheme, when Facebook highlights a fake news story on its “Trending Stories” section, a court could find liability as Facebook materially contributed to the content by highlighting it for millions to see.
The court may also hold an ICH vicariously liable for defamatory content when the ICH has the right and ability to control or supervise the user’s acts and receives a financial benefit from the posted defamatory content, unless it is removed in a timely manner. This form of liability also does not require that the ICH have knowledge of the defamatory content. Similar to that of copyright infringement, the financial benefit could be satisfied where either the ICH directly profits from the posting or indirectly profits because the defamatory material drew more users to the ICH. This would create liability for Facebook, or another ICH, if it receives any kind of advertisement revenue from defamatory content.

For example, Facebook arguably has the right to control whether or not it posts fake news stories as it may remove

---

387. This language was adopted from an opinion explaining vicarious liability with respect to copyright infringement. Religious Tech. Ctr, 907 F. Supp. at 1375 (“A defendant is liable for vicarious liability for the actions of a primary infringer where the defendant (1) has the right and ability to control the infringer’s acts and (2) receives a direct financial benefit from the infringement. Unlike contributory infringement, knowledge is not an element of vicarious liability.”) (internal citation omitted). See Fairfield, supra note 386, at 1029 (“A court may hold an ISP vicariously liable for infringing content if the ISP has the right and ability to exercise control over the actual user (the true infringing party) and derives profit from the posting. Thus, in the context of copyright law, vicarious liability extends . . . to cases in which a defendant has the right and ability to supervise the infringing activity and also has a direct financial interest in such activities.”) (internal citation and quotations omitted).

388. See Bartholomew, supra note 380, at 452 (“Meanwhile, courts construing vicarious copyright infringement claims continue to hold that the second prong—receipt of a direct financial benefit from the infringement—can be satisfied merely where the direct infringer’s conduct may hypothetically draw more customers to the secondary defendant.”).

389. See Religious Tech. Ctr, 907 F. Supp. at 1376 (finding a genuine issue of material fact as to right and ability to control where the ISP had “in fact exercised its ability to police its users’ conduct, plaintiffs cite evidence that [the ISP] has acted to suspend subscribers’ accounts on over one thousand occasions. . . . Further evidence shows that [the ISP] can delete specific postings.”). It should be noted that under the DMCA safe harbor provision 17 U.S.C § 512(c)(1)(B), some circuits have held that the “right and ability to control” requires “something more than the ability to remove or block access to material.” Viacom Int’l, Inc. v. YouTube, Inc., 676 F.3d 19, 38 (2d. Cir. 2012) (quoting Capitol
content that it finds objectionable and may suspend users for posting content that does not abide by its terms.\textsuperscript{390} In addition, Facebook receives advertising revenue indirectly from fake news because fake news results in users looking at their newsfeed longer, which means they will likely click on other advertisements, which are sold based on cost per click.\textsuperscript{391} Therefore, under this proposed liability Facebook could be held vicariously liable for the dissemination of fake news.

Since both of these forms of liability are premised on the lack of knowledge, the damages for an infraction should not be exorbitant. If the damages were extremely large, ICHs would likely stop allowing users to post content for fear of the potential damages resulting from defamatory content posted by their users.\textsuperscript{392} The damages should, however, be more than a nominal amount, as the defamed should be made whole, a fundamental premise of our common law tort principles.\textsuperscript{393} In addition, the damages could divest any income the ICH received as a result of the defamatory

\textsuperscript{390} See Facebook: Help Center, \textit{supra} note 382; Facebook, \textit{supra} note 382.

\textsuperscript{391} See Peter Cohan, \textit{Does Facebook Generate Over Half of Its Revenue from Fake News?}, FORBES: INVESTING (Nov. 25, 2016, 10:36 AM), https://www.forbes.com/sites/petercohan/2016/11/25/does-facebook-generate-over-half-its-revenue-from-fake-news/print (“How much revenue would Facebook sacrifice if it purged fake news from its site? Sadly, I can’t provide a reliable figure—but a BuzzFeed News analysis of top fake news traffic before the election suggests that the proportion of time that users spent on fake—as opposed to real news—on Facebook was considerable. . . . It might be possible to estimate how much Facebook ad revenue comes from fake news by multiplying the proportion of time the user spends reading the fake news by Facebook’s total ad revenue.”).

\textsuperscript{392} See Ciolli, \textit{supra} note 191, at 188.

\textsuperscript{393} See Stephen J. Shapiro, \textit{Overcoming Under-Compensation and Under-Deterrence in Intentional Tort Cases: Are Statutory Multiple Damages the Best Remedy?}, 62 MERCER L. REV. 449, 450 (2011) (“The main purpose of tort law is to make the plaintiff whole, to the extent possible, in order to put the plaintiff in the same financial situation the plaintiff would have been in absent the defendant’s actions.”).
content. The goals of the damages are to compensate the defamed but also to deter the ICH from permitting the defamatory content to remain published.\textsuperscript{394} If the ICH is not receiving income from the content, directly or indirectly, it has no incentive to allow it to remain posted. Further, the deterrence aspect would likely cause at least some ICHs to be more diligent in their practices of preventing the publication and republication of defamatory content on their sites.

Similar to that of the DMCA, there could be safe-harbor provisions that provide immunity if the ICH removes the defamatory content.\textsuperscript{395} Unlike safe-harbor provisions proposed by others,\textsuperscript{396} the proposed safe-harbor provision would not include a notice element.\textsuperscript{397} Thus, the ICH would

\begin{itemize}
\item \textsuperscript{394} See Michael J. Saks, \textit{Do We Really Know Anything About the Behavior of the Tort Litigation System-and Why Not?}, 140 U. PA. L. REV. 1147, 1150 (1992) ("The substantive rules of tort law exist to serve certain social purposes. The most prominent among these are compensating innocent victims for injury and deterring behavior that presents risks that exceed their social value.").
\item \textsuperscript{395} 17 U.S.C. § 512(c)(1) (2012). Title II of the DMCA, or OCILLA, states that a service provider is immune from liability if: it does not have apparent or actual knowledge of the infringement; it does not financially benefit from the infringement; and, once notified, it rapidly removes or restricts access to the material. \textit{Id.} In addition, it is the responsibility of the service provider to "do what it can reasonably be asked to do to prevent the use of its service by "repeat infringers." In \textit{In re Aimster Copyright Litig.}, 334 F.3d 643, 655 (7th Cir. 2003) (quoting § 512(i)(1)(A)). For a further discussion of the DMCA, see Medenica & Wahab, \textit{supra} note 369, at 256–58.
\item \textsuperscript{396} Medenica & Wahab, \textit{supra} note 369, at 265 ("The DMCA and its legacy can provide a blueprint for approaching an amendment to section 230. Some of the most significant facets of the DMCA are its notice and takedown provisions."); Ryan Gerdes, Note, \textit{Scaling Back § 230 Immunity: Why the Communications Decency Act Should Take a Page from the Digital Millennium Copyright Act’s Service Provider Immunity Playbook}, 60 DRAKE L. REV. 653, 672–75 (2012); Lukmire, \textit{supra} note 249, at 406–07.
\item \textsuperscript{397} Medenica & Wahab, \textit{supra} note 369, at 362 ("[O]nce an ISP receives written notice of an allegedly defamatory statement pursuant to a statutory notice requirement, the ISP would have to take down the defamatory materials for a finite period of time, such as ten to fourteen days."); Lukmire, \textit{supra} note 249, at 406–07 ("An analogous statute concerning liability for hosting defamatory third-party content would preserve liability upon notice, and would have the advantage of vetting meritless claims.").
\end{itemize}
receive immunity if it does not financially benefit from the infringement, and it removes the material expeditiously. To qualify as expeditious under the proposed provision, the content must be removed in less than five business days.\textsuperscript{398} This shortened time frame is crucial as once a story begins trending, it spreads quickly, and the faster it is removed, the less damage it will inflict upon the defamed.

Facebook’s current process is a starting point for finding safe-harbor immunity.\textsuperscript{399} Pursuant to this proposed provision, the ICH would be required to remove the post once it has been determined to be defamatory. Facebook, in particular, has already made strides in determining if posted content is fake news through the use of independent third-parties,\textsuperscript{400} and this process could be further applied to defamation. To find the content defamatory, the independent third-party would apply the same defamatory standard as a court would.\textsuperscript{401} There could be a potential issue where, by the time the content has been brought to Facebook’s attention by the third-party, Facebook has already received revenue from the content. In this scenario, Facebook would be required to pay the defamed the revenue received from the defamatory content. While this solution would not always find ICHs that host defamatory content liable, it would at least give the injured party the possibility of recourse, which is lacking entirely under the current legal scheme.

\textsuperscript{398} An even shorter time frame would be impractical and likely result in controversy. See Soraya Sarhaddi Nelson, \textit{With Huge Fines, German Law Pushes Social Networks to Delete Abusive Posts}, NPR: PARALLELS (Oct. 31, 2017, 7:44 AM) https://www.npr.org/sections/parallels/2017/10/31/561024666/with-huge-fines-german-law-pushes-social-networks-to-delete-abusive-posts (nothing that one issue with Germany’s new law is that it requires social media companies to delete posts that violate German law within only twenty-four hours or be fined).

\textsuperscript{399} \textit{See supra} Section V.B.

\textsuperscript{400} \textit{See supra} Section V.B.

\textsuperscript{401} For example, if the statement is about a public official, the standard applied to find defamation would be the \textit{Sullivan} standard: (1) a false statement of fact about a public official (2) having defamatory content with (3) actual malice. \textit{See} N.Y. Times Co. v. Sullivan, 376 U.S. 254, 271–73, 279–80 (1964).
CONCLUSION

While many advocate for the unlimited right of free speech on the internet, this unlimited right should not apply to defamatory content, as “there is no constitutional value in false statements of fact.” Courts have routinely recognized that those who write, publish, republish, and distribute defamatory content in print may be held liable. The medium alone should not be the litmus test in determining liability. While both print and online media should not necessarily be afforded the same treatment across the spectrum, one form should not be provided blanket immunity.

Both intellectual property and defamatory content are exempted from the First Amendment, but only intellectual property is exempted from the immunity CDA Section 230 may provide. As previously argued, this should not be the case. Rather, the way in which an entity or person may be found liable for defamatory content should be similar to that of copyright infringement. While holding only some ICHs liable, the legal solution presented in Part V is not a perfect one. However, in conjunction with increased internet literacy and more proactive efforts by content hosting websites to remove such material, the end result would be an improvement.

While the buzz word of 2016 seemed to be “fake news,” it is not clear that this is an issue that will continue or whether it will soon be forgotten. Since beginning this Comment, many of the fake news websites that received notoriety have since been taken down, but that does not mean more will not crop up in their place. Further, President Trump has erroneously used the term “fake news” to describe


traditional, reputable news sources repeatedly. Arguably, the term “fake news” is more prevalent now, as used by President Trump, than it ever was with regard to the previously mentioned fake news websites. Regardless of the life span of fake news, what is certain is that defamatory content on the internet will not disappear anytime soon, and this proposed solution could provide those defamed parties potential recourse.